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ABSTRACT

The Long Term Data Preservation (LTDP) functionakrurequirements and system
requirements are presented in this paper, showiagrost appropriate architectures in
relation to main scenarios as identified by ESAFFTRand LAST activities.

According to classical engineering process, fumetiauser requirements concerned with
long term data preservation of scientific data (E&cience) are captured and analysed,
finally deriving in the definition of the System @érements and consequently the most
appropriate system designs and architecturesidrctimtext, the users of the system have
different roles, mainly classified in consumers dath holders of EO archives.

Initially, the functional user requirements invaigi consumers were identified in the
context of FIRST activity, including an analysiskafsiness needs requiring and justifying
long term preservation and performing an analysigypical scientific mission phases,
along with a preliminary contribution to the iddittation of the possible content to be
preserved.

During the LAST activity, a further analysis of usequirements involving data holders
was performed by means of a survey of current LYAt&ns of reference worldwide, the
analysis of LTDP common guidelines and other stedeldi.e. OAIS, ISO) deriving
finally in a set of fundamental use cases whichegase to the elucidation of the LTDP
common system requirements. This set of requiresnegm be considered as a system of
reference related to the state of the art in 2011t2allowing data holders to evaluate the
most appropriate technologies and architectureglation to LTDP guidelines and their
specific constraints and preferences.

Keywords: LTDP, User Requirements, System Requirgsnérchitectures, Long Term Archiving, Earth
Observation, Evaluation, Assessment

INTRODUCTION

The main objective of the ESA’s proposed Long T&ata Preservation (LTDP) initiative is to guarantee
the preservation of the data from all Earth Obg@ma(EO) ESA and Third Parties ESA managed
missions on the long term, also ensuring their sgibdity and usability, as part of a joint and pecative
approach in Europe aimed at preserving the EO Eamplata from member states’ missions. The need to
ensure the preservation of the Earth Observatita ltkes been expressed by practically all environahen
monitoring programmes and recently again througlke tblimate Change Initiative. Following
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consultations with space Agencies and workshops thé owners and holders of other Earth Observation
data archives, ESA member states, as part of E®Afsdatory activities, approved a three year initial
programme with the aim to establish a full longredata preservation concept, and a later programme
beyond 2011 [1-3]. ESA started the set-up of a eoampn framework with other European space
agencies and EO satellite operators to address Ligfdes from a technical point of view and to parau
stronger coordination at European level. Over #s¢ years, a set of European LTDP common guidelines
have been defined. These initial guidelines arageonsolidated and promoted within the Committee o
Earth Observation Satellites (CEOS) [4] and GronpEarth Observation (GEO) [5], and constitute the
basis for the ESA’'s EO data preservation approachfar the further cooperation with other European
EO data archive holders.

LTDP/FIRST project was started in June 2010. Thigept was aimed at understand user requirements,
possible evolution of former preserved data-setpmsition and impacts on guidelines was completed in
July 2011. During the project cycle a significardrisshop was held on October 2010 at ESRIN. All the

material produced during the project is availableE&A LTDP website.

LTDP/LAST project (Long term data Archive Study new Technologies) was started by ESA in order
to perform an independent assessment on the l@diges and the many different archiving technasgi
for archive management and operation in the shwdtraid-term time frame, or available in the long-
term, suited to satisfy the requirements of ESAtHEaDbservation Space data digital information
preservation. This activity has performed a widalgsis of the technological areas involved in arity,
identifying the different technological areas anuk tsystem requirements related to each one.
Additionally, an evaluation model has been defimeeach technological area in order to evaluatdasie
technological products in the most relevant onawlly, after identifying the most important elenteof
archiving systems, an analysis of the differenhiéectures that suit with the LTDP guidelines wisoa
provided.

USER REQUIREMENTS

The user requirements have been classified ine aatsumers, who represent the users making aitcess

the Long Term Archive (LTA) system, and data hoddewho represent the users that produce and
administer the system providing data to the conssirae demanded. The objective of specifying the use
requirements of both types of users involved inhiaing was to define a set of common system

requirements to identify and evaluate the suitabbbitectures and technologies available in theketar

Data Consumers

Capture and analysis of user requirements concenitbdscientific data series was aimed at undedstan
what it is necessary in terms of data and inforomato the scientific communities in order to aclkiev
their business objectives. This capture and uraedstg was focused on following aspects: what, why,
together with what else, for how long time.

The first and most important issue was the idamtifon of user communities having some kind of
interest in long term data series as part of th&@entific analysis of phenomena.

Communities of Interests (Col), i.e. scientific isse for such an analysis were all scientists and
investigators having some kind of direct or indirederest in Earth Science (ES) domains and using
series of data of any kind (e.g. satellite basedote sensed data, ground based sensors, waterdrelat
data, etc.).

User requirements concerned have been capturedzamplneeds of scientific domains through
publications , reviewing similar studies done i tlecent past , through the analysis the of aetsvit
performed by users, through questionnaires, anohganterviews with scientists and investigators.

Participation to international scientific eventslaiontacts was used to capture and understandnemen
Almost all Earth Science domains have been cordaatel a great amount of sent questionnaires have
been returned with all questions answered (Fighre 1
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Captured user requirements have been refined throtmss-verifications and cross-questions eliciting
duplications and overlaps, doing a reverse simariatind by interviews using a complementary apgroac
(e.g. possible alternatives, complementary/oppgsitert method).

Scientific domains (a) Time series (b) Reprocessingin Science domains

(©)
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Figure 1: Distribution of information and answersr different scientific domains (a), Expected/Usetks series
(b), Relative amount of reprocessing (c)
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The user requirement understanding was carriedfauthe necessity to extend data categories and
classifications used in the first version of thedpean Common Guidelines Long Term Preservation of
Earth Observation Space data [1].

Data set have been extended to nine categoriesaemyrfrom SAR data (Cl) to water related
sensors/measures (C9). These categories coversiatetiite based and remote sensed data to airborne
based sensors, and in-situ sensors/measures bgtbumd and water.

Another result of this first step is an effectiva bf what is necessary to preserve, why, for havg time
and what's the additional information to be taketoiaccount in any preservation process.

One of the outcomes is the updating and extensidipreserved data set composition” with specific
information and attributes. The “preserved data g@nposition defines a consistent and completetet
data enabling current and possible future utilorati

It has been strengthened the necessity to add swre attributes to the preserved data set compnpsiti
adding information concerned with the context gftaee or transformation, provenance of the dataset,
stability of the information contained and in gealewith attributes supporting relevant trustabilégd
reliability.

Special importance and significance of user requéig is concerned with maintenance of knowledge
and experience acquired along the developmentadf rassion or campaign aimed at capture scientific
data. Pertained point-of-view is focusing to allduture processing and/or reprocessing of today
scientific missions and of the past ones wherelfas

The general expectation of the scientific communéyains to preserve everything is today captured o
generated and to uphold forever being impossibtéddey today what will be of interest in any future
research.

A synthesis of user requirements can be summasazéddllows:

a) Access to data and information including documeémtiator scientific purposes should be free
and open.

b) The owners or providers of Earth Science data aftirhation including documentation should
guarantee their preservation without limits (alefeer).

c) Access mechanism to data should be simple, easljable, easily deployable, and economical
for the user.

d) Data, products and information should be made aigilon request at any time.
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Data Holders

During the first stage of LAST, a survey was parfed by distributing a questionnaire to ESA and a
number of EO partners, plus selected patrties frotside of the EO domain.

The total number of organizations contacted alladothe world (i.e. about 54) made any individuediz
scheme impractical from the point of view of thestsp resources, and of the amount of time requoed
complete the task. Therefore, a questionnaire weslated among all parties to gain a broad petspgec
over the different issues of interest, their apphes, and the overall situation within the field.

Since the archival and management of vast amounti&ata for (very) long periods of time is not a

challenge exclusive of the Earth Observation domaimumber of organizations from other different

fields, where similar Long Term Data Preservatigsues are being addressed, were also contactad (to
lesser extent). These fields included, among others

« Big science (e.g. astronomy, high energy physics)
e Supercomputing centres

« Digital libraries and repositories

* Online storage and services

In the end, from the approximately fifty-four (54yganizations contacted, twenty (20) replied the
guestionnaire and/or were interviewed.

Among the results of the survey, it was commonghhghted the need for managing increasing volume
and access, with the concern for flexible, robast less expensive solutions (Figure 2). Note tifat
volume Y in axis (Figure 2c) is in logarithm scalehich means that the growth is exponential. The
reprocessing campaigns are also a key issue fdrdlders. The holders transmitted their concermaib
the feasibility of future campaigns of reprocessimgcase the data is not accessible at campangs ti
Past lessons show that data in obsolete media mahbe accessed appropriately, making difficudt th
automatic reprocessing campaigns.

@) (b)

WEarth Observation
EYes M@ENo

@ Other domains
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Volume (TB) (C)
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Figure 2: Data holders survey results for domaiterviewed (a), data holder performs reprocessamypaigns (b),
and growth trends (c)

A set of use cases were extracted initially froie gurvey, compiling the current status of the aioly
along with the needs and wish-list provided bydhta holders.

SUMMARY OF USE CASES INVOLVED

In addition to the use cases extracted from thenigogical survey with data holders, other use £ase
were extracted and harmonized according to theeoturstandards of relevance in Earth Observation

(Table 1).
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Identifier | Description

ESALTDP | Long Term Preservation of Earth Observation Spaega:DEuropean LTDRP
Common Guidelines

ISO 14721 | Open archival information system (OAlS3eference model
ISO 15489 | Information and documentation - Recondaagement

ISO 19115 | Geographic information - Metadata

ISO 19119 | Geographic information - Services

Table 1: Summary of main standards analysed

The context and overall structure of a long terrhive are well represented by the OAIS reference
model [6], whose high-level functional decompogitis depicted in Figure 3. The following actors
interact with the archive:

« Management: the role played by those who set dvarehive policy as one component in a broader
policy domain. Management is not involved in dayd&y archive operations, since this responsibility
is included by OAIS in an administrative functioeailtity.

* Producer: the role played by those persons ortcigsitems, which provide the information to be
preserved. The producer and manager are usualigssft! by the same EO data holder, although an
external data holder can also make this.

e Consumer: the role played by those persons ortdigtems, which interact with archive services to
find and acquire preserved information of interdstspecial class of consumers is the designated
community. The designated community is the setbosamers who should be able to understand the
preserved information.

The reception of the data provided by a produceesesented by Submission Information Packages
(SIP); its storage and preservation as Archivalodmiation Packages (AIP), which include the
Preservation Description Information (PDI) necegdar their adequate conservation and maintenance,
and the Representation Information needed to @s:she Data Objects into understandable forms; and
the access to this data by the consumers and menabethe designated community, to whom the
applicable Data Objects will be provided as Disseton Information Packages (DIP), delivered iree s

of media or through telecommunications means. [Euntbre, the access and ordering aids used by the
consumers to find, order and retrieve data is sup@doy Descriptive Information, managed as well
within the archive in e.g. a database.
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Figure3: OAIS Functional Mode
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The Use Case Model depicted in Figure 4 was oldaietecting the main interactions behind the OAIS
functional and establishing the system boundariesiral the aforementioned entities which together
constitute the archive as a whole.
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Figure 4: General Use Case Model

A further analysis revealed a variety of use cdbhas can be summarized according to the following
categories:

Ingest Data One or more Submission Information Packages (8&#) a producer, or a processing
system internal to the archive are received. Thegnity of these SIP is verified and, once enough o
them are available (i.e. for the composition of sasequent Content Data Objects to be archived),
one or more Archival Information Packages (AIP) areated and stored, registering the associated
metadata as appropriate.

Store Data One or more Archival Information Packages (AlR} eeceived. These are copied into
permanent storage, along with other items (e.g.ammpmpanying ancillary and auxiliary data). In
addition, AIP are replicated in different media @cing to the archive implementation and
preservation policies.

Store Metadata One or more Descriptive Information packages @ased to a similar amount of
Archival Information Packages (AIP) are receivetle3e are registered into persistent storage, along
with any accompanying Preservation Descriptionrdmiation (PDI).

Define policies and proceduresA request for the establishment and/or updat¢hefstandards,
policies and procedures to be followed by the alsystems and operations is received from the
management of the archive. A set of proposals enbtst applicable practices is elaborated and
validated.

Order Data: A query about the data available in the archivadceived from a consumer. The
appropriate Descriptive Information is accessed amdsult set (including any access and delivery
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costs associated) is presented, allowing the quoreing Archival Information Packages (AIP) to be
ordered. Those AIP selected are retrieved andy @ftmerating the respective Dissemination
Information Packages (DIP), the latter are serthéoconsumer. Note that, depending on the actual
archive implementation, some or all of the AIP nmay be stored as such, but generated on demand
from the stored information. If so, the order issfaed by triggering the appropriate processing.

* Proposed implementations and practicesA request for proposals on archive practicesigesand
implementations is received. A survey on the applie media and archiving technologies is carried
out to determine the available options and theestéithe art in the appropriate subjects, plus any
standards, conventions and guidelines of intefidst. archive producers, consumers and designated
community are polled, identifying their requiremgnteeds, approaches and any related trends. The
best practices for the archive implementation goefations are then elucidated, taking into account
the aforementioned factors and details, and a numbstatistics from the archive itself. All this
information is formalized in one or multiple remrand returned to the requester.

SYSTEM REQUIREMENTS

From the standards analysis and use cases previestribed, a set of requirements were extracted f
the survey and the resulting Use Case Model. Thefseequirements were classified according to the
following main topics [3]:

e Standardization: Relation of the archive system with any applicaftiendards, e.g. European
LTDP Common Guidelines [1], the OAIS reference niof, International Standards for
Information and documentation [7], and Geographforimation for Metadata and Services [8].

« Reliability : Oriented to the appropriate backup and redundaystems, type of access to the data
(i.e. on-line, near-line, off-line) and other faddhat contribute to assure the quality of system
services.

* Maintenance Oriented to define the most appropriate mainteagractices and conditions (e.g.
building safety, protection against electrical dggions, hardware maintenance etc). Since some
systems may need to support legacy technologiegxiemded periods of time, it may prevent
them to adopt new systems.

e Migration : Oriented to the periodic migration of data to meedia and the mechanisms that shall
be involved (e.g. integrity, process automation. etc

» Interface: Oriented mainly to the use of standard interfanesl the services of the archive, way
of handling of nominal user requests, and typescoéss mechanisms.

« Performance Aimed at meeting the required level of servieking into account the maximum
number of simultaneous requests and related pagasnet

e Security: Oriented to monitor, control, and restrict accessrchive data, which should only be
granted to authorized personnel and users for ifferaht operations, arranging firewalls
appropriately to improve network security.

e Operations. Providing a number of guidelines for the managemef the archive and, in
particular, its operations, policies and procedures

e Procurement Addressing the selection of new technologies ametlia, and the associated
vendors, to guarantee the long-term continuityhef archive, including tests of new systems and
technologies, type of software used for the archiperations, and some preferred hardware
implementations.

The resulting set of requirements was used forefaboration of a trade-off of the last technologies
available in the archiving domain by means of teénition of evaluation models (Figure 5). A furthe
description of the technique applied can be foun@3].
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Figure 5: Evaluation models for Database ManagemedtHardware Storage Systems [3]

ARCHITECTURES ASSESSMENT

Since LTDP guidelines are described in terms oficps, allow to make use of several types of
architectures. However, the cost (not only econamiaut in terms of resources and expertise) cHeardi
from one to other approach. From the point of vveystem requirements obtained in this study, the
specific use of the different architectures in thgplementation of LTA systems may also involve a
different cost in terms of security, operations, eTherefore, the architectures broadly used|atiom to
archive have been also analysed in relation toLfABP guidelines and System Requirements. This
assessment has been driven by two inputs:

« LTDP common guidelines: This allowed the identifica of the difficulties that may appear in

each type of architecture in relation to the LTRIglines.

- System Requirements extracted within the study:s Tallowed the identification of the
architectures that may better suit the system remgnts and have helped to evaluate the last
technologies in relation to archiving systems.

It shall be noticed that all the potential riskaiid in this analysis have proved to be solved with
appropriate resources and expertise. However dlweg a cost that may be difficult to assume with a
important growth of the archive. In relation to fierformance, it may be clearly limited if the atebture

is not the most appropriate. This assessment faentpotential risks, limitations, disadvantagesl an
advantages derived from the potential applicatibrihe themes classified by LTDP guidelines and
technological aspects driven by the system requnsn

The following families of architectures were analys
« Storage Architectures Server-Centric and Storage-Centric architectures.

- Basic Distributed Architectures. Client-Server (C/S) and Peer-to-Peer (P2P) archites.

» Integration Architectures, comprising the architectures that allow the iragign of the access to
data archives with the business logic and the eéelivo the consumers: Multi-Tier, Service
Oriented Architectures (SOA) and Cloud architecture

Storage Architectures

In the case of Storage Architectures, after compatie results of Server-Centric and Storage-Gentri
architectures (Figure 6), the Storage-Centric éauty more appropriate for the implementation oDIPT
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guidelines. The main reason is the flexibility aswhlability of this architecture, allowing delegatme
capabilities (i.e. duplication, replication etcyeditly on the technologies. On the other hand,cthst of
such architecture is higher in some aspects, sih@hall be ready to interact with more servers
simultaneously involving an additional effort incsety and infrastructure safety and security. pites of
this result, it does not mean that Server-Centebitectures cannot be used for long term archivirite
meaning of the results obtained is that the imptaat@®n of such architecture would involve moretsas
the main aspects of the archive (e.g. Effort ofeltggment, Maintenance Costs, and Capability of gmpw
with a lack of scalability and flexibility that ctwibe ignored in case the system has not a comaikber

growth or change of the requirements [9].
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Figure 6: Server-Centric architecture (a) versuasesfe-Centric (b) architecture
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Basic Distributed Architectures

The results of the evaluation for basic distribudechitectures revealed that Security and Reltgibdlie

the main weaknesses of P2P architecture. On tleg bdnd, in the case of C/S architecture it israssu
that a control of the dimension of the system gogr@priated failover mechanisms has to be performed
involving an increase of the cost for the impleragion. In this case, the main weakness is the
maintenance and the cost of the implementatioshdtl be noticed that the costs of maintenance and
monitoring of the system are higher in the caseaR, as all the nodes of the network must be sacume
controlled. In the case of C/S only the server nodst be secured and the servers correctly dimesio
Although C/S is more extended at this moment wititertools available in the market, P2P is gaining a
important number of users mainly in relation t@atning services. If the P2P is preferred (e.g.rgthe
advantages in the scalability of the system), #lishe considered a hybrid implementation in ortber
avoid the main disadvantages of security and riétian all the nodes of the system.

Integration Architectures

The Integration Architectures have revealed a gmwdpatibility of SOA with the rest of architectur@®.
Cloud, N-Tier, Basic Distribution Architectures,catorage Architectures). It can be combined witteo
integration architectures either by means of a (€/& middleware solution) or P2P. However, sin2 P
is less extended, there are fewer tools availablthe market for such implementation. Note that the
potential risks are always minor than the potemiiblantages (Figure 7).

LTDP Analysis Technological Analysis
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Figure 7: Summary of potential risks, limitatiomglaadvantages of SOA architecture

The expertise and the resources to manage thensystemally allow taking the most from this
architecture with the corresponding cost and skigpghe highlighted risks. In relation to the N-Tier
architectures the main weaknesses are related ¢o pgrformance, ingestion capability, and
interoperability when the archive tends to growg(fFe 8). In the case of Cloud, the public Cloud has
been discarded, given the low security and confidity of the solution. However, it shall be natt
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that this could be perfectly used when the inforamats public and the replication in a differentofia
Cloud is guaranteed to avoid data loss or possitiile derived from the Cloud vendor business.
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Figure 8: Summary of potential risks, limitatiomglaadvantages of N-Tier architecture

The private Cloud avoids the lack of confidentiaind security, but with a necessary increaseeotdst
(Figure 9). As in the case of SOA, the differesksi can be mitigated with the resources and egperti
which implies an impact in the cost.

LTDP Analysis Technological Analysis
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Figure 9: Summary of potential risks, limitatiomslaadvantages of Cloud architecture

CONCLUSION

LTDP activities coordinated by ESA (FIRST and LASHave contributed to the consolidation of a
rigorous basis of user requirements and use casgshave led to the definition of a set of system
requirements for LTA systems [10]-[11]. This setsgbtem requirements are related to the management
of technologies and can be considered as a briéggwelen LTDP guidelines and the technologies
available in the market.

FIRST activity has contributed to identify user gommities interested in long term data series asqiar
their scientific analysis of phenomena, and retnig\their user requirements as data consumers.h&not
result of relevance of this activity consists ineffective list of what is necessary to preserviy vor
how long time and what is the additional informatto be taken into account in any preservationgssc

On the other hand, LAST activity has contacted dhamtialer users in order to elaborate a set of system
requirements of reference to cover present anddutechnological needs for massive storage. Since
technology advances very quickly (i.e. and as sa new device is ready, the next generationdatab

to see light), a number of evaluation models hanliefined to compare the different technologissgu
metrics that help to make appropriate decisionghertechnologies and architectures to be usedllfina

an assessment of architectures that met LTDP gdguoéfeland the system requirements was done,
analysing the risks in each case. The followingctusions about the architectures assessment can be
summarized:

* The storage-centric architecture is recommendedifr scalable and reliable systems.

* Although P2P and C/S architectures are compatiilh WTDP guidelines and LAST system
requirements, the main differences consist in #&euisty, cost, and scalability of the systems. A
control of the dimension and growth rate of thehawe is recommended for C/S, and a control of the
security is recommended for P2P.
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* The N-Tier architecture is recommended to be implaed in the context of small/medium systems,
oriented to fast accessibility, specific use and lscalability. These systems can be perfectly
integrated in the context of more scalable systédm<Cloud or SOA.

¢ Public Cloud is recommended when the informatiom lwa publicly available and shall be replicated
at least in 2 different Cloud providers. In case itiformation is confidential, the recommendatisn i
private cloud, which involves a major cost, exgerind resources.

« SOA is highly recommended for high scalable systdimvever, the related cost to mitigate risks
and the necessary expertise is relevant. The nthiansage of SOA is the interoperability, which
allows combining heterogeneous systems that mdgwobther types of architectures, like Cloud
(Private or Public, depending on the specific reguents) or N-Tier (e.g. legacy systems with low
growth and an appropriate interface for conneatiitg SOA system).
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